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(57) ABSTRACT 

Systems and methods are disclosed that facilitate the evalu 
ation of hosted computing devices in accordance with target 
patterns. A set of target patterns can be developed for ele 
ments common to a plurality of hosted computing networks. 
The set of target patterns can be defined utilizing a detailed 
pattern language to describe elements of a hosted computing 
device network and relationships between the elements. 
Thereafter, a hosted computing device network management 
component can utilize the set of target patterns to Verify and 
validate a deployed hosted computing network or to process 
purposed modifications/configurations to a deployed hosted 
computing network. 
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1. 

HOSTED NETWORK MANAGEMENT 

RELATED APPLICATIONS 

Incorporation by Reference to Any Priority 
Applications 

Any and all applications for which a foreign or domestic 
priority claim is identified in the Application Data Sheet as 
filed with the present application are incorporated by refer 
ence under 37 CFR 1.57 and made a part of this specification. 

BACKGROUND 

Generally described, computing devices utilize a commu 
nication network, or a series of communication networks, to 
exchange data. Companies and organizations operate com 
puter networks that interconnect a number of computing 
devices to Support operations or provide services to third 
parties. The computing systems can be located in a single 
geographic location or located in multiple, distinct geo 
graphic locations (e.g., interconnected via private or public 
communication networks). Specifically, data centers or data 
processing centers, herein generally referred to as a “data 
center, may include a number of interconnected computing 
systems to provide computing resources to users of the data 
center. The data centers may be private data centers operated 
on behalf of an organization or public data centers operated 
on behalf, or for the benefit of the general public. 

To facilitate increased utilization of data center resources, 
virtualization technologies may allow a single physical com 
puting device to host one or more instances of virtual 
machines that appear and operate as independent computing 
devices to users of a data center. With virtualization, the 
single physical computing device can create, maintain, 
delete, or otherwise manage virtual machines in a dynamic 
matter. In turn, users can request computer resources from a 
data center, including single computing devices or a configu 
ration of networked computing devices, and be provided with 
varying numbers of virtual machine resources. 

In some scenarios, virtual machine instances may be con 
figured according to a number of virtual machine instance 
types to provide specific functionality. For example, a virtual 
machine instance may be associated with different combina 
tions of operating systems or operating system configura 
tions, virtualized hardware resources, and Software applica 
tions or software application configurations to enable the 
virtual machine instance to provide different desired func 
tionalities, or to provide similar functionalities more effi 
ciently. For example, a data center may offer customers vir 
tual machine instance types corresponding to database 
servers, web servers, networking devices, and the like. In 
more complex embodiments, data centers can further offer 
hosted virtual machine or hosted computing device networks 
including a number of interconnected computing devices (in 
cluding physical computing devices or virtual machine 
instances). 

In order to assist customer with the design and deployment 
of hosted networks, data centers can provide modeling tools 
that can describe aspects of a hosted network in accordance 
with the data centers best practices. For example, a customer 
may be presented with a graphical interface that allows the 
selection of various computing device components to be 
included in a hosted network and Suggests appropriate con 
figurations or interconnections for the selected computing 
device components. However, such design tools do not pro 
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2 
vide guidance in terms of modifications to a hosted network. 
Accordingly, performance of a hosted network may erode 
over time. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The foregoing aspects and many of the attendant advan 
tages of this disclosure will become more readily appreciated 
as the same become better understood by reference to the 
following detailed description, when taken in conjunction 
with the accompanying drawings, wherein: 

FIG. 1 is a block diagram depicting an illustrative environ 
ment for managing host computing devices including a num 
ber of host computing devices and control components; 

FIGS. 2A and 2B are block diagrams of the host computing 
device environment of FIG. 1 illustrating the processing of 
initiating the evaluation of a hosted computing network; 

FIG. 3A is a flow diagram illustrative of a hosted comput 
ing device validation routine implemented by a hosted net 
work management component; 

FIG. 3B is a flow diagram illustrative of a process pattern 
validation Subroutine implemented by a hosted network man 
agement component; and 

FIG. 4 is a block diagram illustrative of a screen display 
generated on a client computing device for initiating and 
configuring validation of a hosted computing network. 

DETAILED DESCRIPTION 

Generally described, aspects of the present disclosure 
relate to the management of hosted computing networks. 
Specifically, systems and methods are disclosed that facilitate 
the evaluation of hosted computing devices in accordance 
with target patterns. Illustratively, a set of target patterns can 
be developed for elements common to a plurality of hosted 
computing networks. The set of target patterns can be defined 
utilizing a detailed pattern language to describe elements of a 
hosted computing device network and relationships between 
the elements. Thereafter, a hosted computing device network 
management component can utilize the set of target patterns 
to verify and validate a deployed hosted computing network 
or to process purposed modifications/configurations to a 
deployed hosted computing network. 

While specific embodiments and example applications of 
the present disclosure will now be described with reference to 
the drawings, these embodiments and example applications 
are intended to illustrate, and not limit, the present disclosure. 
Specifically, while various embodiments and aspects of the 
present disclosure will be described with regard to virtual 
machine instances running applications, one or more aspects 
of the present disclosure can be applied with physical com 
puting devices or combinations of physical computing 
devices and virtual machine instances. 

FIG. 1 is a block diagram illustrating an embodiment of a 
virtual network environment 100. The virtual network envi 
ronment 100 includes a virtual network 102 that includes 
multiple physical computing devices 104. Illustratively, one 
or more physical computing devices 104 are capable of host 
ing multiple virtual machine instances 108. At least some of 
the virtual machine instances 108 may be provisioned to 
provide a variety of different desired functionalities depend 
ing on the needs of the data center. Examples of the types of 
desired functionality, include but are not limited to: database 
management, serving or distributing data or content (e.g., 
Web servers), managing load balancing or network resources, 
managing network connectivity or security, providing net 
work addressing information, managing client or server redi 



US 9,264,339 B2 
3 

rection, or any other functionality associated with a data 
center. One skilled in the relevant art will appreciate that the 
virtual network 102 is logical in nature and can encompass 
physical computing devices 104 from various geographic 
regions. Additionally, the virtual network 102 can include one 
or more physical computing devices 104 that do not host 
virtual machine instances. In Such embodiments, a hosted 
computing network may include combinations of physical 
computing devices hosting virtual machines instances and 
physical computing devices. 
The virtual network 102 also includes hosted network 

management component 106 for evaluating hosted comput 
ing networks in accordance with a set of patterns. As will be 
explained in greater detail below with regard to FIGS. 2A and 
2B, the hosted network management component 106 can 
match components in a deployed hosted computing network 
to one or more patterns and evaluate detailed pattern language 
to validate the deployed hosted computing network. Addi 
tionally, the hosted network management component 106 can 
utilize the patterns to evaluation requested modifications or 
configurations to a deployed host computing network. Illus 
tratively, the hosted network management component 106 
can include various components for implementing the various 
functions associated with the hosted network management 
component. In one embodiment, the hosted network manage 
ment component 106 can include an interface component 
116, which can generate various graphical user interfaces 
accessed by client computing devices and processing inputs 
received by way of the graphical user interfaces. An illustra 
tive user interface will be described with the regard to FIG. 4. 
Additionally, the interface component 116 can also obtain 
and process hosted network validation requested submitted in 
accordance with an API. In another embodiment, the hosted 
network management component 106 can also include a 
hosted network topology component 118 for obtaining infor 
mation associated with the topology and configuration of 
hosted networks. One skilled in the relevant art will appreci 
ate, however, that the hosted network management compo 
nent 106 can include additional or alternative components 
and that the functionality associated with the hosted network 
management component 106 can be implemented by Such 
additional or alternative components. 

It should be appreciated that, although the hosted network 
management component 106 is depicted for the purpose of 
example as a single, standalone logical component in illus 
trative FIG. 1, the routines and steps performed by the hosted 
network management component 106 may be distributed 
among any number of components and executed in hardware 
or software. Additionally, although hosted network manage 
ment component 106 is illustrated as logically associated 
within the virtual network 102, the hosted network manage 
ment component 106 may be implemented in a separate net 
worked environment, in conjunction with client computing 
devices 114, or otherwise integrated into other components/ 
systems of the virtual network 102. 

With continued reference to FIG.1, the virtual network 102 
can further include a hosted network pattern data store 110 for 
maintaining, at least in part, pattern information utilized by 
the hosted network management component 106. The hosted 
network pattern data store 110 may correspond to network 
attached storage (NAS), database servers, local storage, or 
other storage configurations which may be implemented in a 
centralized or distributed manner. 

Connected to the virtual network 102 via a network 112 are 
multiple client computing devices 114. The network 112 may 
be, for instance, a wide area network (WAN), a local area 
network (LAN), or a global communications network. In 
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4 
Some instances, the client computing devices 114 may inter 
act with the virtual network 102 to request the resource opti 
mizations for virtual machine instance types based on a defi 
nition of one or more applications associated with the virtual 
machine instance type. 

FIGS. 2A and 2B are block diagrams of the networked 
computing environment of FIG. 1 illustrating the processing 
ofrequests for evaluation of a hosted computing network 106. 
Illustratively, the evaluation of a hosted computing network 
provided within the virtual network 102 may be based on an 
initiation of a request (either direct or indirect) by a client 
computing device 114. Additionally, the evaluation of a 
hosted computing network provided with the virtual network 
102 may be based on actions or events associated with the 
hosted computing network, Such as a modification to the 
hosted computing network (e.g., addition of a component or 
altering of a configuration). 

With reference to FIG. 2A, a client computing device 114 
requests evaluation of a hosted computing network or valida 
tion of a hosted computing network (1). In one embodiment, 
the request to evaluate hosted computing network can corre 
spond to the transmission of a request by a client computing 
device 114 to the hosted network management component 
106 via an application protocol interface (API). Illustratively, 
the API can include the identification of the hosted computing 
network that is to be validated. In this embodiment, the 
request to evaluate the hosted computing network may be part 
of a certification or qualification process, such as a require 
ment of a service provider or client. 

In another embodiment, the request to evaluate a hosted 
computing network can correspond to the transmission of a 
request by a client computing device 114 to the hosted com 
puting network. The request can also be transmitted in accor 
dance with an API. In this embodiment, the hosted network 
management component 106, or other component of the Vir 
tual network 102, may make the processing of the request 
dependent on the evaluation of the hosted computing net 
work. 
Upon receipt of the request (either directly or inferred), the 

hosted network management component 106 identifies the 
hosted computing device network and the topology associ 
ated with the hosted computing network (2). Illustratively, the 
hosted network management component 106 can recall topol 
ogy information maintained by the virtual network 102. Addi 
tionally, the hosted network management component 106 can 
obtain the topology information from one or more physical 
computing devices 104 that are associated with the hosted 
computing network, Such as via polling through the hosted 
network topology component 118. In other embodiments, the 
hosted network management component 106 can utilize con 
figuration information provided by the client computing 
devices 114 that provide the hosted network topology infor 
mation. For example, a system administrator can select a 
subset of a configured network to be validated. 

Based on the topology of the hosted computing network, 
the hosted network management component 106 then 
attempts to match a set of patterns to the hosted computing 
network (3). Illustratively, patterns can be defined in terms of 
a pattern definition language that can specify components of 
a hosted computing network and the interaction between 
specified components of a hosted computing network. For 
example, a pattern may identify database servers as a com 
ponent and specify that within a hosted computing network, 
database servers should be associated with at least three geo 
graphic Zones (e.g., data centers). Accordingly, pattern 
matching can relate to the attempted identification of the 
components of the hosted computing network and various 
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attributes or relationships for the identified components. In 
Some embodiments, the hosted network management com 
ponent 106 can identify a perfect match for a hosted comput 
ing network. In other embodiments, the hosted network man 
agement component 106 can identify one or more partial 
matches for a hosted computing network. 

If the hosted network management component 106 can find 
matches or partial matches, the hosted network management 
component 106 can validate the deployed hosted computing 
network (4). In one embodiment, the hosted network man 
agement component 106 can attempt to process all of the 
identified set of patterns identified as matching or partially 
matching the Subset of the network topology. Additionally, in 
another embodiment, the hosted network management com 
ponent 106 can process multiple patterns simultaneously, 
especially in embodiments in which the processing of a par 
ticular pattern may be process intensive task. Thereafter, the 
hosted network management component 106 can transmit a 
notification to the requesting client computing device 114 
indicative of the result of the validation request (5). 

With reference now to FIG. 2B, in an alternative embodi 
ment, the client computing device 114 can initiate the valida 
tion of a hosted computing network based on a request to 
modify, add or delete one or more components of the 
deployed hosted computing network (1). For example, a cli 
ent computing device 114 can transmit a request to remove a 
virtual machine instance of a database server. In another 
example, a client computing device 114 can request instan 
tiation of a virtual machine instance 108 with a specific soft 
ware configuration. Upon receipt of the request (either 
directly or inferred), the hosted network management com 
ponent 106 identifies the hosted computing device network 
and the topology associated with the hosted computing net 
work (2). Illustratively, the hosted network management 
component 106 can recall topology information maintained 
by the virtual network 102. Additionally, the hosted network 
management component 106 can obtain topology informa 
tion from one or more physical computing devices 104 that 
are associated with the hosted computing network, such as via 
polling through the hosted network topology component 118. 
In other embodiments, the hosted network management com 
ponent 106 can utilize configuration information provided by 
the client computing devices 114 that provide the hosted 
network topology information. For example, the interface 
component 116 can obtain a specification of components or 
types of components to be validated via an API. 

Based on the topology of the hosted computing network, 
the hosted network management component 106 then 
attempts to match a set of patterns to the hosted computing 
network (3). Illustratively, patterns can be defined in terms of 
a pattern definition language that can specify components of 
a hosted computing network and the interaction between 
specified components of a hosted computing network. For 
example, a pattern may identify database servers as a com 
ponent and specify that within a hosted computing network, 
database servers should be associated with at least three geo 
graphic Zones (e.g., data centers). Accordingly, pattern 
matching can relate to the attempted identification of the 
components of the hosted computing network and various 
attributes or relationships for the identified components. In 
Some embodiments, the hosted network management com 
ponent 106 can identify a perfect match for a hosted comput 
ing network. In other embodiments, the hosted network man 
agement component 106 can identify one or more partial 
matches for a hosted computing network. 

If the hosted network management component 106 can find 
matches or partial matches, the hosted network management 
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6 
component 106 can validate the deployed hosted computing 
network (4). Additionally, the hosted network management 
component 106 can validate the proposed modification to the 
deployed hosted computing network (5). Thereafter, the 
hosted network management component 106 can transmit a 
notification to the requesting client computing device 114 
indicative of the result of the validation request (6). For 
example, the notification can correspond to a confirmation 
that the requested modification has been approved. 

Turning now to FIG.3A, a routine 300 implemented by the 
hosted network management component 106 for conducting 
an evaluation of a hosted computing network instance will be 
described. Although routine 300 will be described with regard 
to implementation by the hosted network management com 
ponent 106, one skilled in the relevant art will appreciate that 
alternative components may implement routine 300 or that 
one or more of the blocks may be implemented by a different 
component or in distributed manner. 
At block 302, the hosted network management component 

106 obtains a validation event. In one embodiment, the vali 
dation event can correspond to request Submitted via an API. 
Illustratively, the API can include the identification of the 
hosted computing network or one or more components of the 
hosted computing network. As previously described, the 
request can correspond to a request for the evaluation of the 
hosted computing network. Alternatively, the request can cor 
respond to a request to utilize the hosted computing network, 
which is then interpreted as also including a request to evalu 
ate the hosted computing network. Still further, the request 
can include the specification (or interpretation) of the request 
to validate a portion of the hosted network. For example, the 
request can identify specific components or types of compo 
nents associated with the hosted computing network. In 
another example, the request can identify portions of the 
hosted computing network to validate. 
At block 304, the hosted network management component 

106 obtains topology information for the identified hosted 
computing network. Illustratively, the topology information 
identifies the components of the hosted computing network, 
configurations for the components of the hosted computing 
network and relationships between the components of the 
hosted computing network. As previously describe, the 
hosted network management component 106 can interface 
with the components of the hosted network to obtain the 
topology information or request topology information from a 
management component associated with the hosted comput 
ing network. Still further, the hosted network management 
component 106 can also obtain topology information as part 
of the request process, which can be independently validated. 
At block 306, the hosted network management component 

106 obtains the set of patterns that will be utilized to match 
one or more components of the identified hosted computing 
network. As previously described, patterns can be defined in 
terms of a pattern definition language that can specify com 
ponents of a hosted computing network and the interaction 
between specified components of a hosted computing net 
work. For example, a pattern may identify load balancing 
devices as a component and specify that within a hosted 
computing network, the load balancing devices should be 
associated with specific Software application configurations. 
At decision block 308, the hosted network management 

component 106 attempts to pattern match the set of patterns to 
the topology information. Illustratively, pattern matching can 
relate to the attempted identification of the components of the 
hosted computing network and various attributes or relation 
ships for the identified components. In some embodiments, 
the hosted network management component 106 can identify 
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a perfect match for a hosted computing network. In other 
embodiments, the hosted network management component 
106 can identify one or more partial matches for a hosted 
computing network. If the hosted network management com 
ponent 106 cannot pattern match, the routine 300 proceeds to 
block 310 where the hosted network management component 
106 processes a validation failure. In one embodiment, the 
hosted network management component 106 can transmit a 
notification indicative of the failure to identify any patterns 
that can used to validate the deployed hosted computing 
network. The notification can specify information or criteria 
utilized to make the pattern matching, which can be adjusted 
or modified. The routine 300 proceeds to decision block 314, 
which will be described below. 

With reference again to decision block 308, if the hosted 
network management component 106 can match a single 
pattern or set of patterns, at block 312, the hosted network 
management component 106 processes the pattern for vali 
dation. An illustrative subroutine 350 (FIG. 3B) for process 
ing patterns for validation will be described below. At deci 
sion block 314, the hosted network management component 
106 determines whether there are additional patterns that 
have been identified to process. In an illustrative embodi 
ment, the hosted network management component 106 may 
not be able to identify a single pattern that matches deployed 
hosted computing network. Accordingly, the hosted network 
management component 106 can utilize a number of partially 
matching patterns. Illustratively, the hosted network manage 
ment component 106 does not need to wait for the completion 
ofapattern validation before beginning the validation of other 
identified patterns. Accordingly, if additional patterns are 
identified at decision block 314, the hosted network manage 
ment component 106 selects a next pattern at block 316 and 
routine 300 returns to block 312 for processing the additional 
pattern. 

Returning to decision block 314, if no additional patterns 
exist, at block 318, the hosted network management compo 
nent 106 processes the validation results of one or more 
pattern matching attempts. In one embodiment, the hosted 
network management component 106 can transmit a notifi 
cation indicative of the success or failure to validate the 
deployed hosted computing network. In another embodi 
ment, the hosted network management component 106 can 
identify the components of the hosted computing network 
that were the cause of the pattern matching failures and any 
partial matches. In a further embodiment, the notification 
indicative of a Success can corresponds to the acceptance of 
the request to modify the hosted computing network. The 
routine 300 then terminates at block 320. 

Turning now to FIG. 3B, a subroutine 350 implemented by 
the hosted network management component 106 for process 
ing a matching (or partially matching) pattern will be 
described. Illustratively, subroutine 350 can be implemented 
as part of the execution of block 312 (FIG. 3A). Although 
subroutine 350 will be described with regard to implementa 
tion by the hosted network management component 106, one 
skilled in the relevant art will appreciate that alternative com 
ponents may implement subroutine 350 or that one or more of 
the blocks may be implemented by a different component or 
in distributed manner. 
At block 352, the hosted network management component 

106 obtains the next pattern to be validated. At decision block 
354, the hosted network management component 106 deter 
mines whether the matched pattern can be validated based on 
the configurations and relationships of the components. For 
example, in patterns defining specific configurations or 
attributes for an identified component, the hosted network 
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8 
management component 106 can determine whether identi 
fied components in the deployed hosted computing network 
satisfy the configurations or attributes. Still further, the con 
figurations or attributes can be defined in terms of ranges or 
thresholds. In another example, in patterns defining specific 
relationships between components, the hosted network man 
agement component 106 can determine whether the deployed 
hosted computing network components are arranged in a 
manner that meets the defined relationships. One skilled in 
the relevant art will appreciate that any number of patterns or 
pattern types may be implemented. Additionally, in some 
embodiments, a specific component may be evaluated against 
a series of applicable patterns. 

Ifat decision block 354, the pattern cannot be validated, at 
block 356, the hosted network management component 106 
processes a validation failure. In one embodiment, the hosted 
network management component 106 can identify the com 
ponents of the hosted computing network that were the cause 
of the pattern matching failure (e.g., the database servers that 
were not at the required three data centers). In a further 
embodiment, the notification indicative of a failure can cor 
responds to the rejection of the request to modify the hosted 
computing network. The subroutine 300 then returns at block 
360. 

Alternatively, at decision block 354, the hosted network 
management component 106 canvalidate the pattern, at block 
358, the hosted network management component 106 pro 
cesses the pattern matching validation. Illustratively, the 
hosted network management component 106 can identify the 
components that were able to satisfy the pattern matching and 
one or more configurations/attributes that were utilized to 
determine the successful validation. The subroutine 300 then 
returns at block 360. 

With reference now to FIG. 4, a block diagram illustrative 
of a screen display 400 generated on a client computing 
device for initiating and configuring validation of a deployed 
hosted computing network will be described. One skilled in 
the relevant art will appreciate, however, that the screen dis 
play 400 is utilized to illustrative various aspects that can be 
incorporated into a user interface, but do not necessarily need 
to be combined or organized in accordance with screen dis 
play 400. 

In a first aspect, the screen display 400 includes a first 
portion 402 that allows the display of a deployed hosted 
computing network topology. In one embodiment, the net 
work topology information may be provided by the hosted 
network management component 106 in a read only form for 
display. In other embodiment, the topology information may 
be provided by the hosted network management component 
106 in a modifiable form. Accordingly, a user can modify the 
network topology information for implementation of “what 
if scenarios or to correct errors or inaccuracies. The first 
portion 402 also facilitates that selection of one or more 
components of the deployed hosted computing network. For 
example, a user can select displayed components and utilize 
the control 404 to specify a subset of the deployed hosted 
computing network that will be validated. 

In a second aspect, the screen display 400 can include a 
second portion 406 for configuration the validation of the 
deployed hosted computing network. As illustrated in FIG.4, 
the second portion 406 can provide a user with a selection of 
configurations (408, 410, 412, 414) that can be utilized to 
assist the determination of which patterns may be utilized to 
validate the deployed hosted computing network, or selection 
portion thereof. For example, a user can select a “security” 
configuration that facilitates the selection of one or more 
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patterns related to or defined in accordance with security best 
practices. The second portion 406 can include a control 416 
for initiating the validation. 

It will be appreciated by those skilled in the art and others 
that all of the functions described in this disclosure may be 
embodied in software executed by one or more processors of 
the disclosed components and mobile communication 
devices. The software may be persistently stored in any type 
of non-volatile storage. 

Conditional language, such as, among others, “can.” 
“could.” “might,” or “may, unless specifically stated other 
wise, or otherwise understood within the context as used, is 
generally intended to convey that certain embodiments 
include, while other embodiments do not include, certain 
features, elements, and/or steps. Thus, such conditional lan 
guage is not generally intended to imply that features, ele 
ments and/or steps are in any way required for one or more 
embodiments or that one or more embodiments necessarily 
include logic for deciding, with or without user input or 
prompting, whether these features, elements and/or steps are 
included or are to be performed in any particular embodi 
ment. 

Any process descriptions, elements, or blocks in the flow 
diagrams described herein and/or depicted in the attached 
figures should be understood as potentially representing mod 
ules, segments, orportions of code which include one or more 
executable instructions for implementing specific logical 
functions or steps in the process. Alternate implementations 
are included within the scope of the embodiments described 
herein in which elements or functions may be deleted, 
executed out of order from that shown or discussed, including 
substantially concurrently or in reverse order, depending on 
the functionality involved, as would be understood by those 
skilled in the art. It will further be appreciated that the data 
and/or components described above may be stored on a com 
puter-readable medium and loaded into memory of the com 
puting device using a drive mechanism associated with a 
computer readable storing the computer executable compo 
nents such as a CD-ROM, DVD-ROM, or network interface 
further, the component and/or data can be included in a single 
device or distributed in any manner. Accordingly, general 
purpose computing devices may be configured to implement 
the processes, algorithms, and methodology of the present 
disclosure with the processing and/or execution of the various 
data and/or components described above. 

It should be emphasized that many variations and modifi 
cations may be made to the above-described embodiments, 
the elements of which are to be understood as being among 
other acceptable examples. All Such modifications and varia 
tions are intended to be included herein within the scope of 
this disclosure and protected by the following claims. 

What is claimed is: 
1. A method for managing hosted computing networks, 

comprising: 
generating, by an interface component, a user interface for 

display of network topology information associated 
with an existing hosted computing network, wherein the 
network topology information identifies relationships 
and attributes of components within the existing hosted 
computing network, wherein the user interface com 
prises at least one control to modify the network topol 
ogy information associated with at least one component 
of the existing hosted computing network; 

obtaining, by a hosted network management component, a 
request for a proposed modification of at least a Subset of 
the network topology information associated with the 
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10 
existing hosted computing network, wherein the request 
is based, at least in part, on input received from the at 
least one control; 

obtaining, by the hosted network management component, 
one or more patterns, wherein each of the one or more 
patterns defines at least one attribute or relationship 
associated with a component of the existing hosted com 
puting network; 

determining, by the hosted network management compo 
nent, whether the one or more patterns match the pro 
posed modification of at least a subset of the network 
topology information associated with the existing 
hosted computing network; and 

if at least one pattern of the one or more patterns matches 
the requested modification of the existing hosted com 
puting network, transmitting, by the hosted network 
management component, a notification that the pro 
posed modification of at least a subset of the network 
topology information associated with the existing 
hosted computing network has been approved. 

2. The method of claim 1, wherein the one or more patterns 
are specified in accordance with a pattern language. 

3. The method of claim 1, whereindetermining whether the 
one or more patterns match the proposed modification 
includes determining a partial match of the one or more 
patterns. 

4. The method of claim3, wherein the notification indicates 
the components of the proposed modification that were the 
cause of the partial match. 

5. The method of claim 1 further comprising implementing 
the proposed modification to the existing hosted computing 
network. 

6. The method of claim 1 further comprising identifying 
components of the proposed modification that caused a pat 
tern matching failure if at least one pattern fails to match the 
requested modification of the existing hosted computing net 
work. 

7. The method of claim 1, wherein the notification includes 
an identification of the at least one pattern that matches the 
proposed modification. 

8. The method of claim 1, wherein the user interface pro 
vides a graphical representation of the network topology 
comprising representations of components and relationships 
between the components for at least a portion of the existing 
hosted computing network. 

9. The method of claim 1, wherein a user can select com 
ponents and modify the configuration of the network topol 
Ogy. 

10. The method of claim 1, wherein the user interface 
provides selectable network configuration options based on 
patterns that may be utilized to request a modification the 
existing hosted computing network. 

11. A system for managing hosted computing networks 
comprising: 

a computing device, having a processor and memory, the 
computing device configured to execute computer-ex 
ecutable instructions to at least: 
obtain a request for a proposed modification of an exist 

ing hosted computing network, wherein the proposed 
modification modifies at least one component of the 
existing hosted computing network; 

obtain network topology information associated with 
the existing hosted computing network, wherein the 
network topology information identifies relationships 
and attributes of components within the existing 
hosted computing network; 
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obtain one or more patterns, wherein each of the one or 
more patterns defines at least one attribute or relation 
ship associated with a component of the existing 
hosted computing network; 

determine whether the one or more patterns match the 
proposed modification of the hosted computing net 
work; and 

based, at least in part, on the determination that at least 
one pattern matches the proposed modification of the 
existing hosted computing network, transmit a notifi 
cation that the proposed modification of the existing 
hosted computing network has been approved. 

12. The system of claim 11, wherein the determination of 
whether the one or more patterns match includes determining 
a partial match of the one or more patterns. 

13. The method of claim 12, wherein the notification indi 
cates the components of the proposed modification that were 
the cause of the partial match. 

14. The system of claim 11, wherein the computing is 
further configured to implement the proposed modification to 
the existing hosted computing network. 

15. The system of claim 11, wherein the computing device 
is further configured to implement an interface component to 
generate a user interface for display of the network topology 
information associated with the existing hosted computing 
network. 

16. The system of claim 11, wherein at least a portion of the 
network topology information is received from one or more 
physical computing devices associated with the hosted com 
puting environment via polling. 

17. The system of claim 11, wherein each of the at least one 
patterns that match the network topology information is inde 
pendently evaluated. 
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18. A non-transitory computer-readable medium compris 

ing computer-executable instructions that, when executed in 
one or more processors, configure the one or more processors 
tO: 

obtain a request for a proposed modification of an existing 
hosted computing network, wherein the proposed modi 
fication modifies at least one component of the existing 
hosted computing network; 

obtain network topology information associated with the 
existing hosted computing network, wherein the net 
work topology information identifies relationships and 
attributes of components within the existing hosted 
computing network; 

obtain one or more patterns, wherein each of the one or 
more patterns defines at least one attribute or relation 
ship associated with a component of the existing hosted 
computing network; and 

based on a determination that the one or more patterns 
match the proposed modification of the existing hosted 
computing network, transmit a notification that the pro 
posed modification of the existing hosted computing 
network has been approved. 

19. The computer-readable medium of claim 18, wherein 
the computer-executable instructions further configure the 
one or more processors to generate a user interface for display 
of the network topology information associated with the 
existing hosted computing network. 

20. The computer-readable medium of claim 18, wherein 
each of the at least one patterns that match the network topol 
ogy information is independently evaluated. 
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